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ABSTRACT: In this study, we examine the spatial pattern of the surface amplification factor (SAF). SAF corresponds to
the surface element of the energy gain kernel derived in Part I of this three-part series papers, representing the amplification
rate of input energy perturbations at the surface. At a given location, SAF amplifies surface energy perturbations at an equal
rate regardless of their origins. Therefore, the spatial variation of SAF can provide insight into the spatial variability of cli-
mate sensitivity. The global mean of SAF is about 2.6, and its spatial pattern closely resembles the climate mean cloud field.
SAF values range from 4 over the western equatorial Pacific, 2.8–3.2 over midlatitude storm-track regions, and 2.0–2.8 over
the Arctic, to 1.4–1.7 over the Antarctic. The more longwave (LW) absorbers in the atmosphere, the greater SAF. Therefore,
SAF is greater in regions where atmospheric water vapor is abundant such as the tropics, and where clouds are prevalent such
as midlatitude storm tracks and the Arctic, but it is smaller and close to unity in cold, high-elevated regions. Moreover, SAF
tends to negatively correlate with surface temperature when LW absorbers are abundant and positively when they are scarce.
With limited LW absorbers, SAF exhibits a negative (positive) correlation in cold (warm) conditions. While the spatial pattern
of surface temperature plays a secondary role in shaping SAF, it may help explain why the climate sensitivity in models can ei-
ther increase or decrease with surface temperature depending on the LW absorbers in the atmosphere.
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1. Introduction

The climate state dependence of equilibrium climate sensi-
tivity (ECS) and climate feedback processes has received a
great attention recently (Colman and McAvaney 2009; Cabal-
lero and Huber 2013; Forster et al. 2021). The most widely
embraced concept is that ECS or the total climate feedback
parameter tends to increase with rising climate mean global
temperature (Randall et al. 2018; Mauritsen et al. 2019;
Anagnostou et al. 2020). Such positive temperature dependence
is evident in both paleoclimate records (Caballero and Huber
2013; von der Heydt and Ashwin 2016; Zhu et al. 2019) and cli-
mate model simulations (Hansen et al. 2013; Bloch-Johnson
et al. 2021). Additionally, the instantaneous radiative forcing
due to increased CO2 concentrations also depends on the clima-
tological mean state, potentially leading to a higher ECS
when accounting for state dependence of the climate feedback
strength (He et al. 2023). However, evidence suggests that this
positive temperature dependence may not equally exist across
different climate models (Martı́nez-Botı́ et al. 2015; Stolpe et al.
2019). Stolpe et al. (2019) found that the global mean warming
simulated by CESM1 is independent of the initial climate state,

although the local climate responses, such as high-latitude
warming, may strongly depend on the mean state due to the
surface albedo feedback. Furthermore, there is a lack of evi-
dence for stronger feedback strength in the warm Pliocene than
the cooler Pleistocene (Mart́ınez-Bot́ı et al. 2015). In terms of
the intermodel spread in CMIP5, there is a negative correlation
between the climate sensitivity and climate mean global tem-
perature (Hu et al. 2017b).

Many studies have investigated the underlying physical
mechanisms for the state dependence of individual feedback
processes (Meraner et al. 2013). The positive temperature de-
pendence has been attributed to the combined effect of water
vapor and cloud feedbacks (Yoshimori et al. 2011; Caballero
and Huber 2013; Meraner et al. 2013; Andrews and Webb
2018; Zhu et al. 2019; Bjordal et al. 2020; Rugenstein et al.
2020). The increase in water vapor feedback strength with ris-
ing climate mean temperature is due to the narrowing of the
atmospheric window for the outgoing longwave radiation
(OLR). The cloud feedback operates differently depending
on the climate mean state, and its state dependence is more
complex (Senior and Mitchell 2000; Andrews and Webb 2018;
Bjordal et al. 2020). In warmer climates, cloud ice water con-
tent decreases while cloud liquid water increases (Bjordal
et al. 2020). Due to their larger particle sizes, ice clouds are
generally less opaque and less reflective than liquid clouds.
Consequently, a warmer climate with less ice clouds but more
liquid clouds tends to have a stronger positive cloud feedback,
resulting in greater climate sensitivity (Yoshimori et al. 2011;
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Pierrehumbert 2013; Zhu and Poulsen 2020). However, ice al-
bedo and lapse-rate feedbacks are negatively correlated with
climate mean temperature. Specifically, the ice albedo feed-
back is stronger in colder climates, favoring stronger warming
under the same climate forcing in models with colder mean
temperature and more ice coverage (Hu et al. 2017b). The
strength of surface albedo feedback decreases continually as
the climate warms due to diminishing snow and sea ice cover-
age (Senior and Mitchell 2000). Additionally, lapse-rate feed-
back acts to dampen climate sensitivity as climate mean
temperature increases (Po-Chedley et al. 2018; Boeke et al.
2021). In general, the lapse-rate feedback is positive in the
ice-covered regions but negative in the tropics (Boeke et al.
2021; Colman and Soden 2021; Sejas et al. 2021; Beer and
Eisenman 2022). Whether the lapse-rate feedback is positive
or negative depends on the dominant type of underlying sur-
face. During the Last Glacial Maximum (LGM) period, in
which Earth’s surface is mainly covered by ice, the positive
lapse-rate feedback over ice-coved regions outweighs the
negative lapse-rate feedback over non-ice-covered regions
(Yoshimori et al. 2009, 2011; Yoshimori and Suzuki 2019). Dur-
ing the current warm period, the ice-covered surface is limited to
high mountains and high latitudes, resulting in the dominance of
negative feedback nature of the lapse-rate feedback.

Hu et al. (2017b) also found that models with a warmer cli-
mate state generally exhibit a stronger water vapor feedback,
leading to more substantial global warming under the same
anthropogenic radiative forcing. The varying dependency of
climate sensitivity on climate mean temperature}showing a
negative correlation through ice albedo feedback and a posi-
tive correlation though water vapor feedback}contributes to
the generally weaker correlation between intermodel spreads
of global warming projections and climate mean temperature
(Hu et al. 2017b). Hu et al. (2020) identified two dominant
spatial patterns of uncertainties in projected surface warming.
One pattern is for uncertainties in polar regions, driven mainly
by the spread in ice albedo feedback. The other pattern is for
uncertainties elsewhere, resulting from the intermodel spread
of water vapor feedback. These two feedback processes account
for 71.3% of the intermodel spread in the spatial warming pat-
tern and 98.7% of the spread in global mean warming projec-
tions under the CMIP5 RCP8.5 scenario.

Recent studies of Cai et al. (2023) and Sun et al. (2024) ex-
amine factors affecting the slope of the quasi-linear relation
between OLR and surface temperature based on latitudinal
variations. These studies provide insights on the varying
dependency of climate sensitivity on climate mean tempera-
ture.1 Specifically, processes that enhance the meridional

temperature gradient without affecting the meridional gradi-
ent of OLR lead to a gentler slope in the quasi-linear relation,
implying stronger climate sensitivity. Atmospheric poleward
energy transport reduces the latitudinal gradient of OLR
more than the meridional gradient of surface temperature.
This further decreases the quasi-linear slope of the OLR and
surface temperature relation. It follows that climate models
with warmer mean temperatures would exhibit a stronger me-
ridional gradient in water vapor and enhanced poleward en-
ergy transport (e.g., Lu and Cai 2010; Hu et al. 2017a).
Consequently, the quasi-linear slope of the OLR and surface
temperature relation becomes gentler in a warmer world.
This corresponds to a positive correlation between climate
sensitivity and climate mean temperature. Because of the
dependency of the ice albedo feedback strength on climate
mean ice coverage, climate models with colder global mean
temperature but the same meridional temperature gradient
would also exhibit a higher climate sensitivity. This scenario
corresponds to a negative correlation between climate sensi-
tivity and climate mean temperature.

The overarching goal of the three-series papers is to estab-
lish a theoretical framework that effectively and objectively
isolates the climate mean state information from feedback in-
formation for studies on climate sensitivity and feedback. In
Cai et al. (2024, hereafter referred to as Part I), we formulated
a new climate feedback kernel, referred to as the “energy
gain kernel” (EGK), based on radiative transfer principles.
The EGK amplifies input energy perturbations, whether due
to external forcing or internal responses of nontemperature
feedback to external forcing. The resultant energy perturbations
are the total energy perturbations amplified through radiative
thermal coupling within an atmosphere–surface column. Larger
values of EGK indicate a greater ability to amplify the initial
energy perturbation and vice versa.

The EGK is equal to the product of the diagonal matrix
of the Planck feedback matrix and the inverse of the full
Planck feedback matrix. The Planck feedback matrix can be
obtained from climate mean states using a radiative transfer
model by perturbing temperature fields at individual layers
(Cai and Lu 2009; Lu and Cai 2009). Thus, there is an inher-
ent connection between EGK and climate mean states. The
diagonal elements of the Planck feedback matrix are pro-
portional to the cubic power of climate mean temperatures
of individual layers. They measure the thermal emission
ability of individual atmospheric layers per unit warming.
The strength of the EGK, on the other hand, is mainly de-
termined by the amount of infrared absorbers in the climate
mean atmosphere. Applying the EGK to the energy pertur-
bations due to external forcing and individual nontempera-
ture feedback processes, and then summing them up, yields
the total amplified input energy perturbations. The ratio of
the amplified input energy perturbation to the emission rate
perturbations per 1-K warming of individual layers (i.e., the
diagonal elements of the Planck feedback matrix) corre-
sponds to the total temperature change in response to the
external energy perturbation. This demonstrates the new
feedback analysis framework’s capability to explicitly sepa-
rate the climate mean state from feedback processes. This

1 We note here that the slope of the quasi-linear OLR–surface
temperature relation derived from their spatial variation is not
equal to its counterpart in the definition of the climate sensitivity
parameter, which is typically estimated as the slope of the OLR–

surface temperature from their temporal variations. Recent stud-
ies of Zhang et al. (2020) and McKim et al. (2021) found that the
spatial mean of the slope of the OLR–surface temperature rela-
tion derived from their temporal variations is equivalent to its
counterpart derived from their spatial variations.
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separation provides insights into the origins of the intermo-
del spread of global warming projections.

In Part II, our focus centers on examining the spatial pat-
tern of the surface element of EGK, referred to as surface am-
plification factor (SAF). We calculate the EGK using a
radiative transfer model with input fields from the climate
mean state of reanalysis dataset. We will discuss how the spa-
tial pattern of SAF is shaped by variables affecting the climate
mean infrared opacity, namely, water vapor, clouds, and sur-
face pressure. Our discussion focuses on the spatial patterns
of vertically integrated longwave (LW) absorbers (i.e., water
vapor and clouds), although their vertical profiles also influ-
ence the spatial pattern of SAF. The dependence of SAF on
TS is complex because it is jointly determined by thermal
emission spectrum and absorption spectrum, both of which
are sensitive to temperature. For simplicity, our focus is on
the observational and theoretical evidence for the intricate
link between SAF and surface temperature TS, although air
temperatures following different lapse rates also influence the
strength and spatial pattern of SAF.

The organization of Part II is as follows. Section 2 describes
the data used in this study. Section 3 discusses the physical
meaning of SAF. Section 4 is devoted to the influence of the
amount of LW absorbers in the atmosphere on the strength
of SAF, focusing on how the spatial patterns of water vapor,
clouds, and surface pressure shape the spatial pattern of SAF.
Section 5 examines the presence of positive and/or negative
correlations between SAF and TS, depending on the abun-
dance level of LW absorbers in the atmosphere. Section 6
summarizes the main findings of this paper and discusses their
key implications.

2. Data

The data used in Part II are the same as in Part I. The
climatology is defined as the 20-yr (1980–99) mean of 3D
temperature, moisture, cloud, and ozone fields, as well as
surface pressure fields derived from the fifth major global
reanalysis produced by ECMWF (ERA5) (Hersbach et al.
2020). These data are archived at the National Center for
Atmospheric Research, Computational, and Information
Systems Laboratory and can be downloaded online (https://
doi.org/10.5065/P8GT-0R61). The horizontal spatial resolu-
tion is 1.58 longitude 3 1.58 latitude. There are a total of
37 pressure levels plus the surface layer with 14 levels above
200 hPa. The model used for calculating EGK is Fu–Liou’s
radiation transfer model2 (Fu and Liou 1992, 1993). The
concentration levels of CO2, CH4, and N2O are 352.2, 1.7,
and 0.3 PPM, respectively.

3. Physical meaning of surface amplification factor and
illustration

Part I defines EGK as a matrix representing the energy
gain at a given horizontal location through the coupled atmo-
sphere–surface temperature response to unit energy perturba-
tions (1 W m22) imposed individually at each layer, one by
one. Mathematically, it is given by

G 5 (Gi,j) 5
­Ri

­Ti

( )
­Ri

­Tj

( )21

, (1)

where (­Ri/­Tj) is the Planck feedback matrix (W m22 K21)
and (­Ri/­Ti) is the diagonal matrix of (­Ri/­Tj). The element
at the ith row and jth column of (­Ri/­Tj) represents the diver-
gence perturbations of LW fluxes at the ith layer due to 1 K
of warming from climate mean temperature at the jth layer.

For a given vertical profile of energy perturbations (DFi),
whether external or internal due to responses of nontempera-
ture feedback processes to external energy perturbations, the
vertical profile of the amplified energy perturbations by the
EGK is

DFamplified
i 5 ∑

L11

j51
Gi,jDFj: (2)

The radiative equilibrium temperature change in response to
DFi can be obtained by requiring the LW emission perturba-
tions of individual layers to balance the amplified energy per-
turbations, namely,

­Ri

­Ti

DTi 5 DFamplified
i , (3)

where DTi is the temperature change at the ith layer. At a
given layer i, the amplified energy perturbation (DFamplified

i )
consists of two parts. One part is the amplification of the origi-
nal energy perturbation at i (Gi,iDFi). The other part is the en-
ergy gained from thermal energy emission perturbations that
are in radiative equilibrium with the original energy perturba-
tions in other layers (∑jÞiGi,jDFj).

Figure 1 shows an example of the EGK. The diagonal ele-
ments of the EGK are always greater than the imposed unit
energy perturbation in diagonal layers. The additional energy
perturbations (with respect to 1 W m22) of diagonal elements
correspond to the LW flux convergence perturbation in diago-
nal layers induced by the coupled atmosphere–surface tem-
perature response. The off-diagonal elements of EGK are all
positive, representing the energy gain from the LW flux con-
vergence perturbations across other layers induced by the
coupled atmosphere–surface temperature response to the unit
forcing in diagonal layers.

The surface column (Gi,L11), surface row (GL11,j), and di-
agonal element (Gi,i) of the EGK, where L 1 1 denotes the
surface layer and L denotes the number of atmospheric layers
above the surface, represent the most information-rich vertical
profiles in terms of the strength of temperature feedback in
individual layers, with a focus on the surface (Fig. 2). Figure 2a

2 To avoid the mismatch between the levels and layers for en-
ergy input and output, we convert Fu–Liou’s radiation model
from a level model to a layer model. The conversion can be
achieved by calculating LW heating rates due to downward and
upward LW fluxes separately, instead of first obtaining the net
downward LW fluxes and then obtaining the convergence of the
net downward fluxes.
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shows the latitudinal variation of the surface column (Gi,L11),
which is the energy gain in individual layers when an energy
perturbation is imposed only at the surface layer. The atmo-
sphere–surface thermal radiative coupling is strongest in the
tropics and weakest over the Antarctic, where not only is the
energy amplification at the surface smallest but the atmospheric
layers also gain little from the energy imposed at the surface.
The surface row of EGK (Fig. 2b) represents the energy gain at
the surface through the atmosphere–surface thermal radiative
coupling from energy perturbations imposed at individual
layers. In the tropics, energy perturbations at the midtropo-
sphere can exert a significant influence on the surface, with the
energy gain at the surface being as large as the original energy

perturbation strength imposed at 700 hPa. A similar effect is
found along midlatitude storm tracks, particularly in 408–608S
where clouds are abundant. The diagonal of the EGK (Fig. 2c)
is the vertical profile of the energy amplification of individual
layers with respect to energy perturbations imposed at the same
layers. Except for the polar regions, the largest energy amplifi-
cation rate is in the lower atmospheric layers rather than at the
surface. Within the tropics, the energy amplification rate of indi-
vidual layers is large and relatively uniform within the entire
lower troposphere, due to the tropical atmosphere being the
opaquest to infrared radiation.

The ground values (p 5 ps) in each panel of Fig. 2 represent
the latitudinal variation of the surface element of EGK. This
surface element, GL11,L11, referred to as the SAF, represents
the energy gain at the surface layer due to the energy input im-
posed at the surface through its thermal radiative coupling with
atmospheric layers. The spatial variation of SAF reflects an im-
portant aspect of the state dependency of climate sensitivity.
The latitudinal variations of energy gain by the surface layer
from individual atmospheric layers (values above the ground in
Fig. 2b) closely follow the latitudinal variation of SAF. Simi-
larly, the energy gain by individual atmospheric layers from the
surface (values above the ground in Fig. 2a) also follows the lat-
itudinal variation of SAF. Therefore, understanding the spatial
variation of SAF is directly applicable to the spatial variations
of gain by the surface layer from individual atmospheric layers
(Fig. 2b) and by individual atmospheric layers from the surface
(Fig. 2a). Based on Eq. (1), SAF can be expressed as

SAF 5 GL11,L11 5 1 2 ∑
L

k51

­RL11

­Tk

Pk,L11, (4)

where Pk,l is an element in the inverse of the Planck feedback
matrix, i.e., (Pk,l)5 (­Ri/­Tj)21. The first term on the right-
hand side of Eq. (4) represents the unit energy perturbation
(1 W m22) imposed at the surface. The second term is the
downward LW flux perturbation at the surface due to the air
temperature warming in response to the surface warming
caused directly by the imposed unit energy perturbation. It
represents the energy gain at the surface from air temperature
feedback in response to the original unit energy perturbation

FIG. 1. The EGK derived using the vertical profile of the zonal
mean fields of temperature, water vapor, and clouds along the
equator. The elements of EGK are dimensionless. Their numerical
values (shadings) correspond to the total energy flux convergence
perturbations (W m22) at the level (hPa) indicated by the ordinate
due to the coupled atmosphere–surface temperature response (or
the temperature feedback) to the unit forcing (1 W m22) at the
level (hPa) indicated by the abscissa.

FIG. 2. Vertical–latitudinal profiles of (a) the surface column, (b) the surface row, and (c) the diagonal of the EGK derived using vertical
profiles of the zonal mean fields of temperature, water vapor, and clouds from 908S to 908N. The vertical coordinate is the pressure thick-
ness above the ground (hPa), equaling (ps 2 p), where ps is the surface pressure and p is the pressure at each level. The dashed red lines
in (a) and (b) represent the contour where the value equals 1. All values in (c) exceed 1.
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at the surface. Each term inside the summation operator,
2(­RL11/­Tk,L11)Pk,L11,L11, is the contribution to the en-
ergy gain at the surface from the air temperature feedback of
the kth layer. The strength of these terms is determined by
the product of two positive terms: 2(­RL11/­Tk,L11). 0 and
Pk,L11,L11 . 0. The term Pk,L11,L11 corresponds to the
radiative equilibrium temperature response of the kth layer,
as it absorbs extra energy emitted from the surface and other
atmospheric layers in response to the unit energy perturbation
at the surface. The term 2(­RL11/­Tk,L11) represents the con-
tribution to the downward LW radiative flux perturbation from
the kth layer per 1-K warming from the climate mean state.
The value of 2(­RL11/­Tk,L11) is more positive when there
are less LW absorbers or the LW optical thickness is smaller be-
tween the surface and the kth layer in the climate mean state.
The strength of Pk,L11,L11 can be influenced by temperature
and its vertical profile, besides the LW optical thickness.

Applying Eq. (2) to the surface layer, we obtain the total
amplified energy perturbation at the surface:

DFamplified
L11 5 GL11,L11DFL11 1 ∑

L

k51
GL11,kDFk: (5)

The first term on the right-hand side of Eq. (5) is the amplifi-
cation of DFL11. The second term is energy perturbations
gained at the surface from thermal energy emission perturba-
tions in the air that are in radiative equilibrium with the origi-
nal energy perturbations DFk,L11 in the atmospheric layers.
According to Eq. (5), GL11,k DFk, for k , L 1 1, measures
the strength of the energy gain at the surface from energy per-
turbations at the kth atmospheric layer.

Figure 3 provides an example of the amplification of radia-
tive forcing due to an increase in CO2 concentration from
352.2 ppm during 1980–2000 to 385 ppm during 2000–20.
Figure 3a illustrates the spatial pattern of instantaneous CO2

forcing at the surface (DFL11). Larger values of DFL11 are
over elevated areas and deserts where climate mean water va-
por is scarce. This scarcity reduces the spectral overlap be-
tween CO2 and water vapor, allowing more downward LW
radiative fluxes to reach the surface. Conversely, regions with
more moisture, such as the tropics, exhibit smaller values of
DFL11 due to greater spectral overlap and absorption of LW
radiation by water vapor (Hu et al. 2017a, 2018). The surface’s
thermal emission increases in response to surface warming
from the instantaneous forcing. This additional emission is

FIG. 3. Maps of (a) external energy perturbations at the surface determined from the observed increase in CO2 concentration from
1980–2000 to 2000–20 (W m22), (b) amplified external energy perturbations at the surface (W m22), (c) energy perturbations gained at
the surface from thermal energy emission perturbations in the air that are in radiative equilibrium with CO2-induced energy perturbations
in atmospheric layers (Wm22), and (d) the sum of (b) and (c).
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absorbed by the atmosphere, leading to atmospheric warming.
The atmospheric warming results in positive downward thermal
LW perturbations, amplifying the CO2-induced energy pertur-
bations at surface (GL11,L11DFL11 in Fig. 3b). The ratio of
Fig. 3b to Fig. 3a is SAF, which is the main focus of the remaining
part of the paper. Over the regions where climate mean state is
moist and/or cloudy, CO2-induced energy perturbations in the
lower atmospheric layers (DFk,L11) are much stronger than at
the surface (DFL11). This is due to the spectral overlap between
CO2 and water vapor. Values of GL11,k,L11 are also higher in
these moist and/or cloudy regions compared to drier regions.
As a result, energy perturbations gained at the surface through
the enhanced downward LW flux emitted from warmer air are
greater over moist and/or cloudy regions (∑

L
k51GL11,kDFk in

Fig. 3c). At the equator, the CO2-induced energy perturbations
are largest in the lower to midtroposphere, rather than at the
surface. However, because of the high opacity, only a small frac-
tion of the downward LW emission perturbations from CO2-
induced air warming passes through the lower troposphere to
reach the surface. This explains the generally weak gain of
energy at the surface from the CO2-induced energy perturba-
tions in the atmosphere along the equatorial band (Fig. 3c).
The differences between Fig. 3b and Fig. 3a and between
Fig. 3c and Fig. 3a are attributed to air temperature feedback
in response to CO2-induced energy perturbations. The sum of
Fig. 3b and Fig. 3c represents the total energy perturbations
at the surface, i.e., DFamplified

L11 given in Eq. (5), due to the
increase in CO2 (Fig. 3d). This total energy perturbation

determines the surface temperature warming, according to
DTL11 5 Famplified

L11 /(­RL11/­TL11), in the absence of nontem-
perature feedbacks.

4. SAF spatial pattern and its dependence on LW
absorbers in the atmosphere

The spatial pattern of SAF is shaped collectively by the
nonuniform spatial distributions of atmospheric LW absorb-
ers in the climate mean state, as well as surface temperature
TS. The climate mean variables that directly affect nonuni-
form distributions of atmospheric LW absorbers include sur-
face pressure, water vapor, and clouds. In this section, we will
examine how SAF depends on the climate mean fields of sur-
face pressure, water vapor, and clouds.

The spatial pattern of SAF (Fig. 4a) closely resembles the
climate mean cloud field (Fig. 5a), with the maximum value
exceeding 4 over the western Pacific warm pool region. Over
midlatitude storm-track regions, SAF values range from 2.9 to
3.2, which are higher than those over subtropical oceans,
where they range from 2.2 to 2.6. Over the polar regions, SAF
values range from 2.0 to 2.8 over the Arctic Ocean but only
from 1.4 to 1.7 over the Antarctic continent. Additionally,
SAF tends to have minimum values over Antarctica and high-
elevated areas, such as the Tibetan Plateau, Andes, Rockies,
and Greenland. The minimum SAF values over high-elevated
areas result from the scarcity of LW absorbers. This scarcity
is directly due to the lack of water vapor (Fig. 5c) because

FIG. 4. Maps of (a) SAF, (b) clear-sky SAF (CLR-SAF), (c) the ratio of (a) to (b), and (d) the difference between
(a) and (b). The number in the title of each panel represents the global mean value. CLR-SAF is obtained similarly to
SAF, except that values of climate mean clouds are set to zero during the radiative transfer model calculation.
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of low TS (Fig. 5d). The indirect factor for the lack of LW
absorbers is low surface pressure over high-elevated areas
(Fig. 5b), as it implies less air mass above the ground and
consequently less well-mixed gas absorbers (Feng et al.
2023). Compared to Antarctica, the larger SAF values over
the Arctic can be attributed to higher surface pressure and
relatively abundant moisture in that region.

To isolate the contribution of water vapor to the strength of
SAF from that of clouds, we calculated SAF under clear-sky
conditions, denoted as CLR-SAF (Fig. 4b). It is seen from
Fig. 4b that CLR-SAF tends to decrease with latitude, with
maximum values along the intertropical convergence zone
(ITCZ). These maximum values of CLR-SAF along ITCZ
closely overlap with regions of high climatological water va-
por content (Fig. 5c). Figure 6b shows that CLR-SAF gener-
ally increases with higher column-integrated water vapor and
TS. Because of the Clausius–Clapeyron relation, water vapor
content tends to follow temperature in observations. Thus,
the positive correlation with TS shown in Fig. 6b mainly re-
flects the positively correlated relationship between SAF and
the amount of LW absorbers in the atmosphere, i.e., the cli-
mate mean water vapor content in this case.

The magnitude of SAF is noticeably greater than CLR-
SAF, particularly outside the tropics. Over Antarctic, SAF
and CLR-SAF are about the same due to the scarcity of cli-
mate mean cloud cover. The global mean value of SAF is
about 2.6, which is 18% greater than the global mean of CLR-
SAF. The difference between SAF and CLR-SAF reflects

that the strength of SAF increases with the amount of LW
absorbers (i.e., clouds in this case). Unlike CLR-SAF, large
values of SAF exceeding 3 are also found over storm-track re-
gions in the North Pacific, Atlantic, and South Ocean. In these
regions, the effect of climate mean clouds accounts for a
40%–60% increase in SAF values (Fig. 4c). The ratio between
SAF and CLR-SAF, as well as their differences (Fig. 4d), is
significantly larger over midlatitude storm-track regions com-
pared to tropical regions. As a result, SAF over midlatitude
storm-track regions is as large as that over the ITCZ in the
tropics (Fig. 4b), despite the much lower water vapor content.
Also, the presence of clouds over Arctic leads to about a
20%–30% increase in SAF values compared to CLR-SAF.
Therefore, the climate mean cloud field largely shapes the
spatial pattern of SAF, particularly outside the tropics, even
though the climate mean column-integrated cloud water con-
tent is less than 0.5% of the climate mean column-integrated
water vapor content.

5. Dependence of SAF on surface temperature

The comparison between Figs. 4a and 4b and Fig. 5d re-
veals that the spatial pattern of TS does not play a major role
in shaping the spatial patterns of both CLR-SAF and SAF.
However, a close inspection of the scatterplot in Fig. 6b re-
veals two separated branches of data points when TS is below
290 K. The two separated branches are also evident in Fig. 6a
when the column-integrated water vapor is below 20 kg m22.

FIG. 5. Maps of climatological (a) column-integrated liquid and ice cloud water content (kg m22), (b) surface pres-
sure (hPa), (c) column-integrated water vapor (kg m22), and (d) surface temperature (TS; K) in the period from 1980
to 1999.
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The comparison between these two branches in Fig. 6a indi-
cates that for the same amount of water vapor content, the
upper branch has larger CLR-SAF values with colder TS, but
the lower branch has smaller CLR-SAF values with warmer
TS. There are also multiple branches of data points in the
scatterplot of the ratio of SAF to CLR-SAF against column-
integrated clouds (Fig. 6c), although the width of these branches
is greater than those in Figs. 6a and 6b. Figure 6c shows that the
ratio of SAF to CLR-SAF increases more rapidly with column-
integrated clouds at lower TS compared to higher TS. The
existence of multiple branches with different slopes in Fig. 6c
implies that for the same amount of column-integrated clouds,
the ratio of SAF to CLR-SAF tends to increase as TS de-
creases. This suggests a negative correlation between SAF and
TS. Figure 6d indicates that this negative correlation relation-
ship emerges when the cloud content is abundant.

The dependence of SAF on TS is complex because it is
jointly determined by thermal emission spectrum and absorp-
tion spectrum, both of which are sensitive to temperature. Ac-
cording to Wien’s law, the wavelength of peak emission
radiance is inversely proportional to temperature. As a result,
the alignment of the peak thermal emission radiance with the
atmospheric absorption bands becomes temperature depen-
dent. Moreover, per Stefan–Boltzmann law, the overall emis-
sion (i.e., spectrally integrated emission) is proportional to the
fourth power of temperature. Therefore, the overall emission
effect also causes the atmospheric absorption strength to de-
pend on the amount of LW absorbers differently at different
temperatures. It is the atmosphere’s absorption of LW energy
emitted from the surface that initiates the amplification of en-
ergy perturbations at the surface through air temperature
feedback. Therefore, these two opposing dependencies of

FIG. 6. Scatterplots of (a) clear-sky SAF vs climate mean column-integrated water vapor (kg m22) color coded by climate mean TS (K),
(b) CLR-SAF vs climate mean TS color coded by climate mean column-integrated water vapor (kg m22), (c) the ratio of SAF to CLR-
SAF vs climate mean column-integrated clouds (kg m22) color coded by TS (K), and (d) the ratio of SAF to CLR-SAF vs climate mean
TS (K) color coded by column-integrated clouds (kg m22).
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emission properties on temperature imply that the depen-
dence of SAF on TS is expected to vary with the quantity of
LW absorbers in the atmosphere.

To confirm this conjecture, we repeat the same calculation
of CLR-SAF shown in Figs. 6a and 6b but using two fixed
temperature profiles: one from (08, 133.58E), representing
warmer temperatures, and the other from (858N, 608E), repre-
senting colder temperatures. This approach allows us to
mimic the existence of multiple branches of data points with
different slopes depending on TS shown in Figs. 6a and 6d.
The results presented in Fig. 7a reproduce the multiple
branches of data points in the scatterplot of SAF versus LW
absorbers. Specifically, the scatterplot obtained using the
warmer temperature (blue points) exhibits a slower increase
in CLR-SAF with column-integrated water vapor compared

to the colder temperature profile (red points). Their differ-
ences (Fig. 7b) indicate that CLR-SAF values obtained with
the colder temperature profile are generally higher than those
obtained with the warmer temperature profile. However,
when column-integrated water vapor is very scarce, CLR-
SAF values obtained with the warmer temperature profile
can be greater. These results suggest that SAF tends to corre-
late negatively with TS when atmospheric LW absorbers are
abundant but positively when they are scarce.

To further confirm that the sign of SAF–TS correlation
strongly depends on the amount of atmospheric LW absorb-
ers, we repeated the CLR-SAF calculation shown in Figs. 6a
and 6b using two fixed water vapor profiles: one from
(08, 133.58E), representing very abundant water vapor, and
the other from (858N, 608E), representing modestly abundant

FIG. 7. Scatterplots of (a) clear-sky SAF vs climate mean column-integrated water vapor (kg m22) with fixed temperature profile taken
at (08, 133.58E) for blue points and at (858N, 608E) for red points, (b) difference in clear-sky SAF between red and blue points in (a),
clear-sky SAF vs climate mean surface temperature (K) with the fixed water vapor profile taken at (c) (08, 133.58E) and at (d) (858N, 608E).
The red curves in (c) and (d) are obtained using vertical uniform temperature profiles that are equal to the local surface temperatures.
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water vapor. The result displayed in Fig. 7c clearly indicates
that SAF tends to decrease with TS when atmospheric LW ab-
sorbers are very abundant. When atmospheric LW absorbers
are modestly abundant, such as over the Arctic, SAF tends to
decrease with TS in colder conditions but increase with TS in
warmer conditions (Fig. 7d). The result obtained with the water
vapor profile taken at (758S, 608E), where water vapor is very
scarce, indicates that SAF increases with TS monotonically
when atmospheric LW absorbers are scarce (see Fig. 8b).

To explicitly delineate the complex SAF–TS relation that
varies with the quantity of LW absorbers in the atmosphere,
we conducted a series of sensitivity calculations of SAF under
different combinations of temperature and amount of LW ab-
sorbers in the atmosphere at four representative locations
(Fig. 8). To minimize the complication from vertically varying
temperatures, all sensitivity calculations were conducted using
vertically uniform temperature profiles, with temperature
ranging from 220 to 310 K. We use the observed profiles of
water vapor and clouds at the following four locations:

(08, 133.58E), representing the case of very abundant LW
absorbers in the atmosphere located in the equatorial warm
pool region; (758S, 608E), representing very scarce LW ab-
sorbers over western Antarctica; and (85.58N, 608E) and
(758S, 1898E), representing dry but cloudy conditions over po-
lar marine environments. Because the cloud content is not as
closely correlated with temperature as water vapor, we vary
the cloud content from 50% to 150% of the observed cloud
content at these four locations. This approach allows to illus-
trate how the strength of SAF varies with TS under varying
levels of LW absorbers in the atmosphere.

It is evident from Fig. 8a that the strength of SAF decreases
with temperature when LW absorbers in the atmosphere are
very abundant, such as in the equatorial warm pool region
with high water vapor content. Conversely, the strength of
SAF increases with TS when LW absorbers are scarce, as seen
over the high elevated western Antarctic continent with ex-
tremely low water vapor content (Fig. 8b). According to
Wien’s law, the thermal energy emitted from the surface at

FIG. 8. Variation of SAF (shadings) as a function of the amount of LW absorbers in the atmosphere (ordinate) and (vertically
uniform) temperature (K; abscissa) with the reference absorber level set at (a) (08, 133.58E), (b) (758S, 608E), (c) (85.58N, 608E),
and (d) (75.58S, 1808). The reference absorber level (kg m22) is given in the second line of each panel’s title. The amount of LW ab-
sorbers is equal to the sum of the reference column water vapor amount and the product of the reference cloud amount and the percentage
values provided on the label for ordinate. The red line in (c) and (d) marks the minimum point of SAF for each level of cloud content.
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higher temperature peaks at shorter wavelengths. The shift of
the peak emission’s wavelength toward a longer wavelength
at lower temperatures results in more alignment with atmo-
spheric absorption bands. Consequently, the atmosphere can
absorb more thermal energy emitted from the surface at
lower temperatures, as long as LW absorbers are abundant.
The more LW absorption by the atmosphere leads to stronger
warming. This in turns leads to more downward thermal en-
ergy fluxes, amplifying surface energy perturbations more
strongly. Consequently, SAF exhibits a negative correlation
with TS when LW absorbers are abundant.

When LW absorbers are below the “abundance” condition,
the overall emission effect, namely, a warmer surface emits
more thermal energy than a colder one, becomes dominant
over the wavelength shift effect. As a result, an atmosphere
with scarce LW absorbers would absorb more thermal energy
emitted from the surface at a warmer surface compared to a
colder one, despite the relatively lesser alignment of the peak
emission wavelength with atmospheric absorption bands. This
explains why SAF exhibits a positive correlation with TS

when LW absorbers are scarce.
Figures 8c and 8d reveal that SAF tends to first decrease

with TS and then increase when LW absorbers are modest.
The threshold abundance of LW absorbers, which separates a
negative correlation of SAF with TS from a positive one, de-
creases as TS decreases, as indicated by red lines in Figs. 8c
and 8d. Moreover, the threshold temperature for separating
positive and negative correlations of SAF with TS decreases
as the quantity of LW absorbers decreases (comparing Fig. 8c
to Fig. 8d). As a result, as the quantity of LW absorbers in-
creases, the negative correlation regime of SAF with TS be-
comes dominant (Fig. 8a), while the positive correlation
regime prevails when LW absorbers are very scarce (Fig. 8b).

It is important to point out that the vertical structure of
both LW absorbers and temperature also complicate the
SAF–TS relation. The red scatterplots in Figs. 7c and 7d are
obtained in the same manner as the corresponding blue scat-
terplots. However, the actual vertical profiles of temperatures
are replaced with vertically uniform temperature profiles
equal to the local TS. As seen in Fig. 8, using vertically uni-
form temperature results in scatterplots becoming curve plots.
The differences between curves and the corresponding scat-
terplots indicate that air temperatures, which are colder than
TS, tend to weaken the negative slope of the SAF–TS relation
under conditions of abundant LW absorbers and slightly
strengths the positive slope under conditions of less abundant
LW absorbers. Because of the great spatial variability of
atmospheric lapse rates, the SAF–TS relation becomes some-
what blurred, with slight adjustments in its slopes. Neverthe-
less, since both water vapor and temperature tend to decrease
with height and follow TS, their vertical variations only have a
limited impact on the SAF–TS relationship. However, clouds
exhibit varying vertical structures across different regions.
This variability causes the multiple branches of data points
with temperature-dependent slopes shown in Fig. 6c to spread
out more compared to Fig. 6a. Therefore, the high variability
in clouds largely masks the SAF–TS relationship in the spatial
pattern of SAF.

The Clausius–Clapeyron relation sets an upper limit on the
amount of water vapor at a given temperature. As a result, it
is rare for the negative SAF–TS relationship to become domi-
nant under clear-sky condition, as water vapor content always
decreases with decreasing temperature. In other words, the
abundance condition for LW absorbers rarely occurs under
clear-sky conditions. However, the amount of cloud content
in the air is not directly related to temperature. Therefore, the
abundance condition of LW absorbers (i.e., clouds) can occur
over a much wider range of temperatures, extending from
cold to modest temperatures. This explains why SAF can be
greater over colder regions, such as midlatitude storm-track
regions, compared to warmer regions like the tropics (Fig. 4).
Despite the pronounced low levels of water vapor and cloud
content in the Arctic compared to the tropics, SAF in the
Arctic still falls within the range of 2.2–2.9 (Fig. 4a), which is
about 70%–90% of SAF in the tropics. In contrast, CLR-SAF
in the Arctic is no more than 70% of CLR-SAF in the tropics
(Fig. 4b). Therefore, because of the temperature effect (i.e.,
the temperature dependence of the alignment of the peak ther-
mal emission radiance with atmospheric absorption bands), the
climate mean cloud content plays an important role in shaping
the spatial pattern of SAF outside the tropics.

6. Conclusions and discussion

In Part I of the three-series papers, we presented a new cli-
mate feedback kernel, referred to as the “energy gain kernel”
(abbreviated as “EGK”) based on the radiative transfer prin-
ciples. The EGK encapsulates the positive aspect of tempera-
ture feedback, whereas the diagonal matrix of the Planck
feedback matrix encapsulates the negative aspect. Elements
of the EGK correspond to thermal radiative energy flux con-
vergence perturbations at individual layers, resulting from the
coupled atmosphere–surface temperature changes in response
to unit forcing in each layer. Mathematically, the EGK repre-
sents the analytical (linearized) equilibrium solution of climate
models in response to input energy perturbations, considering
only temperature feedback. The equilibrium solution repre-
sented by EGK is expressed as the amplification of input en-
ergy perturbations at the layers where input energy is located
and gains of energy by other layers, rather than as the warm-
ings at individual layers. The strength of the EGK depends
collectively on climate mean temperature, water vapor, clouds,
and surface pressure. It acts to amplify any input energy per-
turbations imposed to a climate system.

We examine the spatial pattern of the EGK derived from
observations and its relationships with spatial variations in
variables affecting the climate mean infrared opacity across
atmospheric layers, namely, water vapor, clouds, surface pres-
sure, and climate mean surface temperature TS. At a given
horizontal location, the EGK is a two-dimensional matrix.
The column and row indices of this matrix correspond to, re-
spectively, the layer where input energy perturbations are in-
troduced and the layer where energy is gained in response to
input energy perturbations through temperature feedback.
While the spatial patterns of each element of the EGK differ,
they generally align with the spatial pattern of the surface
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element of the EGK. The surface element represents the am-
plification of input energy perturbations at the surface by
(air) temperature feedback, referred to as the surface amplifi-
cation factor (SAF). At a given location, the SAF’s amplifica-
tion effect on input energy perturbations at the surface is
identical, regardless of the perturbations’ origins (i.e., external
or internal due to nontemperature feedbacks), their strength,
and their sign. Therefore, understanding the spatial variation
of SAF could provide valuable insights into the spatial vari-
ability of climate sensitivity.

In general, the more longwave (LW) absorbers in the atmo-
sphere, the greater SAF. SAF tends to be higher in regions
with abundant atmospheric water vapor, such as the tropics,
the tropical intertropical convergence zone (ITCZ), and mid-
latitude storm tracks where clouds are prevalent. The global
mean value of SAF is about 2.6. The spatial pattern of SAF
closely resembles that of climate mean cloud field, with maxi-
mum values exceeding 4 over the western equatorial pacific
warm pool region. In midlatitude storm-track regions, the
strength of total-sky SAF ranges from 2.9 to 3.2, which is
greater than the subtropical oceans, where it ranges from 2.2
to 2.6. Over the Arctic Ocean, the strength of total-sky SAF
ranges from 2.0 to 2.8, whereas over the Antarctic continent,
it only ranges from 1.4 to 1.7. The amount of LW absorbers in
the atmosphere is also significantly influenced by topography
and surface pressure. Low surface pressure over highly ele-
vated regions results in fewer LW absorbers, leading to
smaller values of SAF. This factor alone could partially ex-
plain the much weaker climate sensitivity over the Antarctic
continent compared to the Arctic Ocean.

The dependency of SAF on TS is somewhat complicated.
On the one hand, the column-integrated water vapor tends to
follow TS closely because of the Clausius–Clapeyron relation.
As a result, the strength of clear-sky SAF appears propor-
tional to TS. In the tropics, the presence of abundant clouds
only slightly increases SAF due to absorption saturation
caused by the abundance of water vapor. Outside the tropics,
where water vapor is less abundant, clouds substantially ele-
vate the strength of SAF. Note that TS decreases with lati-
tude, but the amount of clouds does not. Consequently, the
strength of SAF appears to both increase and decrease with
TS in the scatterplot of SAF against TS. This varying depen-
dence of SAF on TS likely reflects its dependence on cloud
amount rather than a direct dependence on TS itself. This fac-
tor may partly explain the varying dependency of climate sen-
sitivity on climate mean temperature found in climate models
as reviewed in introduction. For example, models with more
clouds in cold places would have a larger climate sensitivity
due to greater SAF than models with fewer clouds in cold
places, despite the colder climate mean temperature of the
former.

In this study, we provide theoretical evidence suggesting
that SAF indeed can vary with TS differently, even under the
same amount of LW absorbers. Because the wavelength of
peak emission radiance is inversely related to temperature,
the alignment of the peak thermal emission radiance with at-
mospheric absorption bands becomes temperature depen-
dent. Furthermore, the overall emission is proportional to the

fourth power of temperature. This overall emission effect can
also cause the atmospheric absorption strength to depend on
the amount of LW absorbers differently at different tempera-
tures. These two opposing dependencies of emission proper-
ties on temperature imply that the dependence of SAF on TS

is expected to vary with the quantity of LW absorbers in the
atmosphere.

We find that SAF tends to decrease with temperature first
and then begins to increase with temperature when LW ab-
sorbers in the atmosphere are modest. The threshold temper-
ature for separating positive and negative correlations of SAF
with temperature decreases as LW absorbers become less
abundant. As a result, as LW absorbers increase, the negative
correlation regime of SAF with temperature becomes domi-
nant, and conversely, the positive correlation regime becomes
dominant when LW absorbers are scarce.

Whether SAF is positively or negatively correlated with TS

depends on the abundance level of LW absorbers in the atmo-
sphere. Although TS plays a secondary role in shaping the
spatial pattern of SAF, this varying dependence of SAF on TS

could partially explain why the climate sensitivity in climate
models can exhibit both positive and negative temperature
dependence. For example, two climate models may both
show abundant clouds and water vapor over the Arctic, but
one has a colder mean surface temperature while the other
has a warmer mean surface temperature. Because of the
abundance condition, this scenario corresponds to the nega-
tive correlation between SAF and surface temperature. In
this scenario, therefore, the model with a colder Arctic is ex-
pected to exhibit larger climate sensitivity due to a stronger
SAF, leading to greater Arctic warming amplification. Con-
versely, the scenario that two models have the same scarcity
of LW absorbers over the Arctic corresponds to the positive
correlation between SAF and surface temperature. In this sce-
nario, the model with a warmer Arctic is expected to exhibit
larger climate sensitivity due to a stronger SAF.

Finally, we wish to point out that one can calculate EGK
from the mean climate states of climate models in the same
manner as from reanalysis, provided that the output fields of
these mean climate states archived in climate centers include
all required input fields for a radiative transfer model. In a fu-
ture study, we plan to analyze how the intermodel spread of
SAF, including its strength and spatial pattern, relates to the
intermodel spreads of climate mean LW absorbers and TS.
This may help us understand how the intermodel spread of
climate mean states contributes to the intermodel spread of
global warming projections.
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